COMPARING EU INITIATIVES ON DATA: ADDRESSING RISKS AND ENHANCING HARMONISATION OPPORTUNITIES.
Denise Amram*

Abstract

The Author provides a mapping of the recent EU legislative initiatives on data, identifying common interpretative issues and gaps emerging from the fragmented evolution of the legal framework. In order to give a systematic interpretation of the different provisions, two sectorial initiatives impacting on completely different scenarios are compared: the European Health Data Space proposal and the Digital Service Act. This cross-sector exercise allows the Author to identify those common principles able to shape effective implementations strategies aiming to protect fundamental rights and democratic values in the information society.
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1. The EU Data Strategy: common features and tailored specifications.

The increasing datafication of the society required a new legislative approach aiming
to regulate the consequences of digitalisation of services and products and to adapt
the current applicable framework to the new risks and opportunities emerging within
the information society dimensions. Data, in fact, have become essential either in
business (B2B) or business to consumers contractual relationships (B2C) or among
private organisations and public institutions (B2G)¹.

¹ B. Martens et al., Business-to-Business data sharing: An economic and legal analysis, JRC, Seville,
The EU approach in dealing with information society consists of shaping a strategy for single market for data where information can be shared across sectors in a transparent and fair manner, in compliance with the needs of confidentiality emerging from privacy and data protection rules and competition law.

To this end, a series of legislative initiatives have been promoted in order to boost data economy growth both in commercial and industrial sectors. In particular, the EU Reg. n. 2016/679 on General Data Protection Regulation (GDPR) and the EU Reg. n. 2018/1807 on Free Flow of non-personal data are defining how to process personal and non-personal data in EU, identifying conditions to ensure the free circulation of information. Moreover, the Data Governance Act (DGA) together with the EU Dir. n. 2019/1024 on Open Data Directive aim to facilitate the data sharing and their re-use, by reinforcing trust in data sharing intermediaries and in the public sector, in alignment with the purposes of openness in the digital market. These mentioned initiatives shall be read in a perspective of fostering innovation and competitiveness in several sectors, as specified by the Data Act (i.e. the Proposal for a Regulation of harmonised rules on fair access to and use of data, that has been published in 2022), setting rules for data exploitation to create value from them. These initiatives can be considered as the general framework on data-driven matters, functional to be “accommodated” and adapted for specific purposes and means. To regulate consistent applications of data processing in different sectors, indeed, is one of the EU challenges to boost data economy and innovation.

---


To this end, it is essential to understand what is meant for data. According to article 2 DGA, it is a “digital representation of acts, facts, or information”, considered as a general asset. In this regard, further initiatives are focusing on defining sectorial boundaries and rules in terms of digital spaces where general provisions and specific ones find application. As complementary actions, indeed, we may focus on both the Digital Service Act (DSA), empowering users’ rights among digital platforms, and the European Health Data Space Proposal of Regulation (EHDS), laying down rules and mechanisms to boost the secondary use of electronic health data, by creating common safe spaces to share personal and non-personal data of patients. These two examples of sectorial legislative initiatives are particularly significant for our analysis as they allow to assess the current general legal landscape under a plurality of grounds, impacting on different categories of vulnerable subjects. If we identify common principles to cover gaps and lacks, their role of enablers will find validation in terms of model to be able to circulate among sectors.

Firstly, we will deal with the necessity to cover possible gaps emerging from the different initiatives on data strategy. From the analysis, we will identify common notions to verify room for sectorial accommodations and possible evolutions of concepts between different regulatory frameworks. Then, we will focus on two sectorial initiatives impacting on different sectors, like health data spaces and digital platforms, in order verify whether or not a common methodology based on


interoperable standards can be identified together with principles able to address the harmonisation process.

Last but not least, we will identify monitoring mechanisms to detect and develop best practices with a bottom-up approach, in order to address existing vulnerabilities and possible new ones in order to suggest content for self-regulatory instruments, like codes of conducts whose development is particularly supported by the EU Commission.

2. Applicable notions to general and sectorial initiatives.

All the mentioned EU legislative initiatives are contributing to the global aim to regulate the data-driven challenges, even if impacting on different topics and profiles. The fact that there isn’t a unique text to define all the aspects of the information society arises a series of concerns in terms of possible lacks and overlaps that could constitute a practical barrier against an overall compliant approach for stakeholders.

A first premise for a harmonized interpretation and application of the provisions included in the strategy consists of comparing definitions developed in the legal texts. In particular, it is essential to identify what is meant for the main objects, actors, and actions of each relevant framework in order to shape the interplay of the stated rights and obligations to comply with. Secondly, it is necessary to detect common principles inspiring the law in action whereas applicative lacks are identified in order to align the interpretations\(^5\).

In this regard, if we analyse the definition of “data”, we could appreciate a declared alignment between the GDPR and the Free Flow Regulation where the latter recalls the notion given in the first one to identify the opposite field of application. Therefore, the GDPR refers to “any information relating to an identified or identifiable natural person”, while Free Flow Regulation covers all other information.

This approach seems easy to be addressed under a normative perspective as all possible information could have a regulatory framework of reference. However, in practice, it is not always so clear to establish whether or not a dataset includes only non-personal information. In fact, according to recital 26 GDPR, pseudonymized data are considered as personal data since with additional information persons are identifiable, taking into account the available technologies applied to the data processing. While anonymous information includes data not related to an identified or identifiable natural person or de-identified data, where data subject is not (or no longer) identifiable “by any means reasonably likely to be used”\(^6\). To distinguish between personal and non-personal data is essential in order to properly apply principles stated in the other legislative initiatives during their processing, however other characteristics of the information are relevant, especially in order to identify roles and responsibilities in the digital environment\(^7\). To this end, the DGA adds further details for the current analysis. In fact, as anticipated, in the DGA “data” is described as “any digital representation of acts, facts, or information”, accessible in several formats including audio and video, specifying that non-personal data are those falling out from the personal data under the GDPR. Conversely, audio and video representing identifiable persons are included in the concept of personal data under GDPR. Such a specification introduced in the DGA finds justification in the Recital 30 of the Open Data Directive, where it refers to the previous Public Sector Information (PSI) Directive that was limited to the concept of document, whose definition “is not intended to cover computer programmes”. Therefore, data is not only documents, but it includes information in any format that could be processed by


a human being, or automated mechanisms, for example those ones based on artificial intelligence. This simple statement becomes essential in the identification of the object of a contractual relationship or a duty/right, not only to establish compliance requirements, but also to identify what can be processed, who can process, who owns a given dataset etc. This is relevant also when data processing brings to develop services and products. For instance, if we analyse the Data Act notions and definitions, we may notice that Recital 6 identifies the designer/manufacturer and the user as main actors of that regulatory framework aiming to establish how users can access and reuse the data generated by a given digital service or product, by empowering their role with the main purpose to ensure that products are developed “in such a manner that data generated by their use are, by default, easily, securely and, where relevant and appropriate, directly accessible to the user”. Therefore, according to the Data Act any contractual relationship establishing a purchase, rent or lease of a product or digital service shall include a series of elements in order to allow and facilitate data sharing. In particular, details on how data are generated, stored, and made available to users shall be specified as mandatory content of contractual relationships, taking into account that limits to data access could be applied only in case of trade secrets or if generated data are considered as personal ones.

Under these premises, the EU Health Data Space Proposal recalls all notions included in the GDPR and the ones of data and data access described in DGA, specifying for its purposes that electronic health data refer to both personal and non-personal data concerning health and genetic information and relating determinants. In fact, taking into account that a “residual risk that the capacity to re-identify could be or become available, beyond the means reasonably likely to be used (…) is present in relation to rare diseases (…) where the limited numbers of case reduce the possibility to fully aggregate the published data in order to preserve the privacy of natural persons while also maintaining an appropriate level of granularity in order to remain meaningful”, an assessment on the characteristics of the data processed within a EHDS shall be

---

always undertaken. To this end, the level of granularity combined with the description of the characteristics of data subjects, and other information, like geolocalisation of patients or reduced number of cases, play a significant role to evaluate the impact on fundamental rights protection of a given access for reuse of collected and stored electronic health data. Therefore, specific policy of reuse, also for non-personal data, and standards of aggregation shall be developed considering the features of datasets and the anonymization or aggregation techniques to protect data subjects’ identity. The DSA, instead, does not provide an own notion of data. Considering the field of application, it is reasonably to apply the discussed extension of the concept of data beyond the documental perception of a data flow. Under the DSA, in fact, the main actors are the users-consumers and the intermediary services. The first ones, according to the general consumer law framework, are those acting for purposes which are outside their trade, business, craft, or profession and they can be recipients of a service online provided; while service providers are the ones who can transmit, cache or host information provided in a communication network provided by a recipient of the service. Conditions of liability are established under articles 3, 4, 5 for service providers, shaping the terms of a “responsible and diligent behaviour (…) for a safe, predictable and trusted online environment” (Recital 3 DSA), in order to prevent from sharing “illicit content” or to act against them. This latter notion is thus broadly conceived and referred to all information “irrespective of its form”.

Some difficulties are emerging in the analysis of the main actors of the other legislative initiatives where roles may overlap in the interplay of different provisions. As far as the target category whose fundamental rights shall be protected and promoted by the given legislative initiatives is concerned, we may list: the data subject under the GDPR, that is the identifiable natural person, whose notion is included in the DGA,

---


while defining the “data altruism”, and that could be the consumer law. In addition, the data holder under the DGA refers to those who have technical and legal control of data, granting the possibility to share or to access to flows. It also remarks at Recital 15 the need to introduce safeguards to protect their commercial interests and intellectual property rights against unlawful or unauthorized access, especially in circumstances involving requests from non-EU countries. In fact, according to article 19 DGA, the right to be informed in case of international access as well as about the conditions of data altruism shall be always ensured.\footnote{A. Duisberg (2022), Legal Aspects of IDS: Data Sovereignty—What Does It Imply?, in B. Otto, M. ten Hompel, S. Wrobel (eds.) Designing Data Spaces. Springer, Cham. https://doi.org/10.1007/978-3-030-93975-5_5.}

Looking at the adaptations emerging from the EU Health Data Space proposal, it addresses its provisions both to natural and legal persons who are processing personal and non-personal data, specifying that the data holder shall arrange how to ensure the legal and technical interoperability in order to disclose the data to health data access bodies in compliance with GDPR (Recital 37). Three are the main actors: the data holder, who provide data to the data space, the data access body, that are playing the role as intermediaries and guarantor of the data subjects’ anonymity, and the data user, who ask access to data for re-using purposes. The data holder could be an entity or a body in the health or care sector, or research institution, or specific organization identified by the EU/national law, processing health-related data that need to demonstrate the GDPR compliance to arrange their re-use. The data access bodies, indeed, are organisations established by the EU Member States, like -at this stage- Findata, French Data Hub, German Forschungsdatenzentren, that centralise the availability of electronic health data for secondary use. Data access bodies are entitled to “verify compliance and give data users and holders the opportunity to reply to any findings and to remedy any infringement” (Recital 48) and to provide the pseudonymization key to data users, who cannot attempt to re-identify data subjects. In fact, also in case of incidental findings or specific benefits that could emerge from the re-use of data, data users shall inform the data access body, that can solely directly
contact the data subject. Also in case of request concerning statistical data, the processing is provided by the data access body that will then communicate only the results.

Such role of intermediary for the data access body is twofold since it ensures the protection of data subjects’ identities from any possible attempt of re-identification, but it also includes technical assistance duties for data users in the selection of suitable datasets according to the approved request of access. For these reasons data access bodies shall be organised as a complex interdisciplinary structure, including, but not limited to a digital library management. Firstly, contractual relationships with data holders shall be developed in order to set conditions for data sharing in the health data space. Therefore, for any dataset a tailored assessment shall be undertaken and translated into contractual clauses for establishing terms and conditions for data sharing. Secondly, considering the role of intermediary body towards data subjects, it is necessary to establish specific procedure to interact with them, including reporting mechanisms to exercise rights, all possible ethical concerns in case of incidental findings communication, smart systems to extract aggregate data considering tailored thresholds depending on the granularity of stored data and requests. Thirdly, common procedure to evaluate data users request shall be developed and mechanisms of enforcement, monitoring, auditing, and reporting established. In the next paragraph we will deep these profiles.

3. Risk based assessments for personal and non-personal data processing.

A common feature of all the initiatives on EU data strategy is the approach based on risk assessment that imposes the main actors to analyse how the data-driven activity could affect fundamental rights of the target groups and therefore which safeguards shall be put in place in order to avoid harms in the given scenario(s) of application.12

The evaluation shall be put in place before enabling any data processing in order to reach the by design standards of compliance, meaning that the ethical legal issues are addressed since the very beginning and risks are consequently mitigated. Monitoring mechanisms of conformity during the development of the data-driven activity may contribute to achieve the by default standard as well, meaning that the solution could be put in the market as a fully compliant one. As known, these standards have been introduced for privacy-preserving techniques and extended to a general concept of ethical-legal assessment on fundamental rights protection. In this paragraph, we will analyse how these assessments are shaped for electronic health data processing in the EHDS and for online service providers in the DSA.

3.1 Risk based approach for health data spaces: comparing the existing experience with the EDHS provisions.

To address the risk-based approach by design and by default within a Health Data Space, the EHDS proposal identifies a procedure of access request addressing the ethical assessment in order to grant the secondary use and implement the proper technical and organisational safeguards. Firstly, in compliance with the principle of minimisation, any access to personal (pseudonymised and encrypted) data shall be justified by the data user (i.e. the natural or legal person who has lawful access to personal or non-personal electronic health data for secondary use), who will not get access to the re-identification key in any case. If no justification is provided, the request is considered for anonymised flows. The request shall include the legal basis, means and purposes envisaged for re-using the requested data (that shall be described) as well as the technical measures identified to protect the datasets during the re-use

---

processing. In this regard, to comply with the highest standards of security, third parties might be involved and therefore appointed as data processors under the article 28 GDPR by the data access body that - according to Recital 54 - “should remain at all time in control of the access to the electronic health data with access granted to the data users determined by the conditions of the issued data permit”. Furthermore, arrangements of joint controllership under the article 26 GDPR shall be established with the aim of boosting inclusive and sustainable framework for multi-country secondary use through research infrastructures ensuring legal certainty and interoperability in the re-use processing.

The proposal then identifies a national competence for the ethical assessment to comply with. In this regard, Member States may introduce different obligations for the ethics assessment, including the submission of a self-assessment, or an approval from an independent ethics committee, or an authorization from the competent authority. This may constitute a barrier for accelerating the construction of cross-border health data spaces as the ethical-legal compliance at national and local levels is fragmented\textsuperscript{13}. For example, in France a prior approval from the competent ethical committee and then an authorisation from the data protection authority is required. In fact, according to the article 1462-1 of the Public Health Code a Health Data Hub has been already established and the national authority – the CNIL - has already authorised some projects to be carried out on the technological platform. In particular, each project shall receive an opinion from a committee for the protection of persons (CPP) mentioned in article L. 1123-6 of the Public Health Code for research involving the human person or from the ethics and scientific committee for research, studies and assessments in the field of health (CESREES), for research not involving the human person. Once obtained the approval from the competent ethics committee, the CNIL shall verify the compliance of the data management plan with the GDPR and the national data protection legislation, including legal and technical

standards recommended in its opinions on the Health Data Hub. The Finnish Findata space has been approved by the Act on the Secondary Use of Health and Social Data n. 552/2019 that specifies that reuse of data stored in the platform can be asked for the purposes of statistics, scientific research, development and innovation activities, teaching, information management, social and healthcare authority guidance and supervision, planning and investigation tasks of the authority. Access to the platform is subject to an authorisation from the Social and Health Information Authorization Authority that operates in connection with the Institute of Health and Welfare, unless the requested data are generated through clinical trials. In fact, in this case another authority is competent to issue permits, so-called Fimea. Other exceptions are illustrated in the Finnish act and summarised by the Findata terms and conditions as well. To the purposes of this essay, it is significant to address that not harmonised and centralised procedures to requests data from the health data space could limit its effective use at local, national, but especially at international level. The German Forschungsdatenzentren is committed to statistics analysis and includes two research data centers the one of the Statistical Offices of the Federation and the one of the Federal States. Access request includes a specific commitment on statistical confidentiality but no reference to specific ethics assessments seems to be required. This simplified procedure could be justified by the nature of data that are classified in the platform as absolute anonymised (those data that are modified “by coarsening or by removing individual variables to a degree that makes an identification of the respondents impossible”), that are available to both individuals and organisations, and factual anonymised (“if de-anonymisation cannot be ruled out completely but the allocation of data to the respective statistical unit is only possible with an unreasonable effort in terms of time, cost and manpower”), that are available only to scientific institutions for research purposes. The two notions aim to distinguish between “sufficiently anonymous” data and pseudonymised data according to the recital 26.

GDPR. However, once that the EHDS proposal will enter into force, efforts for language alignment would be mandatory.

According to the mentioned experience of data spaces, it is reasonable to affirm the necessity to identify common paths of demonstrating a responsible and accountable approach towards the ethical-legal compliance also in light of the new EU framework and the room of application left to the national implementation. This is particularly relevant to avoid phenomena of forum shopping in the future, ensuring that the reuse of electronic health data would be permitted following simplified and harmonised procedure of ethical legal compliance, especially taking into account the increasing number of cross-border research infrastructure that are going to be implemented under the global and national data strategies.

3.2 Risk based approach for larger online platforms in the DSA.

As anticipated, the risk-based approach drives also the Digital Service Act implementation, even if with a different normative technique, consisting of introducing “asymmetric due diligence obligations” for larger online platforms, that are, according to parameters described by article 26, the ones with more than 45 million recipients each month.

In particular, in order to mitigate the risk of sharing illicit online contents, the DSA establishes obligations to conduct risk assessments on “any significant systemic risks stemming from the functioning and use made of their services in the Union” (Article 26). The grounds of analysis include the general risks of disseminating illicit content, risks to compromise fundamental rights, that are further specified as privacy and confidentiality protection in terms of private and family life rights; freedom of expression and information, especially against fake news but also in terms of ensuring equal access to online resources and contents, without discrimination; and, last but
not least, to protect the rights of the child, considered as *per se* vulnerable users\(^\text{15}\). Another ground of risk analysis consists of intentional manipulation that could affect democratic values and groups interests like public health and security, minors, civic discourse, elections\(^\text{16}\).

The assessment shall be continuous and addressed on developing tailored content moderation systems, recommender ones also for advertisement able to rapidly detect and avoid dissemination of illegal content, namely in contrast with fundamental rights and terms and conditions adopted by the platform. To this end, a series of measures are suggested by Article 27, including technical and organisational ones aiming to reinforce and adapt decision-making processes for content moderation and recommender systems to identify, detect, and block illicit contents. Therefore, duties of supervision, cooperation with other platforms, reporting measures are explicitly identified to develop common methodologies to be included in codes of conducts for digital service providers.

In fact, large online platforms have specific obligations of due diligence, but such an imposition shall be considered as an opportunity to develop standards of compliance in order to inspire also medium and small enterprises to adapt their systems, procedure, and compliance activities in alignment with them for a safer online environment\(^\text{17}\).

As illustrated, there are several grounds of assessment that may require different expertise from an ethical-legal viewpoint and specific skills in cybersecurity and programming both for detecting, reporting, blocking and replacing harmful content. To develop and share common methodologies as well as best practice could

\(^{15}\) M. Stoilova, S. Livingstone, R. Nandagir Digital by default: children’s capacity to understand and manage online data and privacy. Media Commun, 2020, 8(4):197–207.

\(^{16}\) G. Caggiano, G. Contaldi, P. Manzini (eds), Verso una legislazione europea su mercati e servizi digitali, Cucucci editore, 2021.

harmonise standards of accountability and reduce costs for compliance. This process of harmonisation could start from collecting practices in the context of the external and independent auditing procedure that are mandatory at least once a year under Article 28. Thus, an assessment to extract the most effective solutions could be undertaken to develop codes of ethics and conduct in order to ensure a wider implementation.

In particular, considering the variety of the profiles to be analysed an interplay of different checklists, recommendations, and guidelines could be tested for the purposes of the DSA ethical-legal compliance. In particular, we could verify which ones of the existing tools could be applied in this context.

Firstly, as known, the Assessment List on Trustworthy Artificial Intelligence (ALTAI) elaborated by the High-Level Group on Artificial Intelligence has identified seven requirements to assess a solution based on AI in terms of ethics, lawfulness, and robustness. They could be useful, with some adaptations, to address the level of safety of digital platforms, for example:

- **i)** Human agency and oversight could be developed into sections aiming to identify general safeguards to protect the freedoms of expression, association, and tailored ones to specifically empower users-consumers rights as well as vulnerable ones, like children. In this regard, the service providers could list which technical and organisational measures are implemented not only to protect users from illicit content dissemination and diffusion, but also to empower their fundamental rights in the digital environment.

In particular, it could be useful to list which safeguards are implemented to collect, store, and allow the withdrawal of consent(s) for the different services according to the maturity and age of users. Moreover, a section for each risk identified by article 26 DSA shall be introduced to assess its grade of occurrence and severity in the given context.

---

platform, establishing - as a consequence - proper measures to be implemented for the three possible activities, namely the content moderation (e.g. how illicit content is detected, how content moderation is addressed, how to guarantee the free expression of users, which are the countermeasures in case of illicit content, how equal access to services is granted, how users can report their complaints etc), as well as the functions of the recommender systems (that are the ones suggesting in the online interface specific information to recipients of the service), and advertising ones.

ii) Technical robustness and safety shall include an assessment on the cybersecurity aspects of the platform and the level of accomplishment with existing standards, for example taking into account the evolution of the state of the art by ENISA\textsuperscript{19}.

iii) Privacy and data governance, including the GDPR compliance according to the data protection impact assessment article 35 GDPR.

iv) Transparency section can be used for analysing the lawfulness of users profiling activities in order to avoid manipulative advertising content, like the so-called “dark patterns”\textsuperscript{20}. The DSA, indeed, considers illicit manipulative content. According to article 24, therefore, each specific advertisement displayed shall be user-friendly in terms of being clear and unambiguous manner identified as an advertisement in the interest of a given natural or legal person with “meaningful information about the main parameters used to determine the recipient”. In addition, pursuant to Recital 63 public access to repositories of advertisements displayed in the platforms shall be ensured to both facilitate supervision and protect platforms’ content integrity. From this perspective, this section of the checklist could be articulated in order to assess platforms’ a) Terms and Conditions respect to users (according to Recital 47);


b) risks emerging during the activities of content moderation (according to Recital 39); c) compliance with specific additional safeguards required for the nature of service provided, including reporting procedure under articles 13 and 23, Recitals 51 and 65.

v) Diversity, non-discrimination and fairness section could replicate the analysis under the ALTAI checklist. However, it is important to extend the concept of fairness in terms of commercial one respect to users-consumers and competitors (B2B). In fact, on the one hand it should be the opportunity to demonstrate the compliance with competition law as well as with the measures aiming to balance the increasing contractual asymmetry in the B2C relationships, determined for example by the digital divide or by unfair profiling activities. Among B2B and B2G relationships, the analysis could be associated to the Digital Market Act obligations as well.

vi) Societal and environmental wellbeing section is the one that could be used to address the risks on democratic values, considering the risks and opportunities emerging in the digital dimension. Therefore, the adaptation of the ground of analysis could be translated into a formula related to “societal and digital wellbeing”, stressing that the objective of the assessment is to develop and maintain a safe digital environment. Cross references with section sub i) could be developed in order to facilitate the analysis.

vii) Accountability could be maintained as the section to report all the initiatives aiming to detect, mitigate and monitor risks, including the compliance with the auditing obligations under article 28.

The described proposal of requirements to be addressed in compliance checklists could be further adapted to specific needs emerging for specific online services, taking into account, for example, the public or private nature of the provider, the state of the art of the safety standards, and the targeted group(s) of the platform users. The efforts developed for AI-based solution assessment could certainly constitute a starting point towards a more harmonised approach to deal with the compliance activities defined in the new DSA as well.
4. Codes of Conducts and standards of compliance

To better address the ethical-legal compliance, the EU Commission promotes the adoption of self-regulatory tools from those organisations that are sharing the same means/purposes of data processing/target groups in order to enable the development of tailored and appropriate safeguards to mitigate common risks. Such a bottom-up approach is justified since all the compliance activities are based on the perception of impacts that a given (personal or non-personal data) processing could have on fundamental rights protection, as well as on the case-by-case identification and implementation of mitigating measures considered as appropriate as effective for the given circumstances.

Thus, to draw up common paths of risk detection and mitigation among stakeholders could help the standardisation process and at the same time it could facilitate the adoption of already designed compliant methodologies, including complementary commitments that can increase the level of accountability, also for those organisations who have not started a conformity plan yet, ensuring monitoring mechanisms to maintain the highest adherence. From this perspective, organisational efforts could be limited to adapt the modalities of implementation of the mechanisms of compliance that have been agreed in the context, for example, of a Code of Conducts.

Currently, the EU Commission has assessed a series of Codes of Conducts aiming to identify convergences in dealing with specific issues. In 2016, for example, a Code of Conduct on countering illegal hate speech online was signed by Commission and Google (YouTube), Facebook, Twitter and Microsoft\textsuperscript{21}, other companies joined in the following years. It establishes how to report, assess, and remove illicit content, including delays for detecting and replacing content, providing information and

feedback to end-users. In 2021, the European CRO Federation’s GDPR Code of Conduct for Service Providers in Clinical Research has been submitted to create a transnational GDPR Code of Conduct for data processors working in the clinical research industry, under the supervision of the French CNIL.

Under the legal framework illustrated in this paper, Codes of conducts are promoted both under article 40 GDPR, and pursuant article 6 to boost data portability within the Free-Flow Regulation, and to strengthen the due diligence activities according to articles 45, 46, 47 DSA.

In particular, the DSA encourages the development of codes of conducts for minors as end-users in order to establish “appropriate and proportionate” measures for their protection (Recital 71) as well as to “support and complement the transparency obligations relating to advertising for providers of online platforms, of very large online platforms and of very large online search engines (...) to provide for flexible and effective mechanisms to facilitate and enhance the compliance” (Recital 107), in order to deal with “the specific challenges of tackling different types of illegal content and systemic risks” (article 45). It also regulates Codes of Conducts dealing with specific matters like the online advertising (article 46) and accessibility (article 47).

The purpose is to make participation and commitment of companies effective. Therefore, mechanisms of internal monitoring shall be introduced and undertaken by the EU Commission and the established European Board for Digital Services. These may include according to the identified objectives, reports on the achieved key performance indicators and auditing to verify the concrete adherence. In fact, proper actions shall be taken in case of default. In this regard, the involvement of stakeholders (from citizens to associations to independent authorities) in the draft and

---

assessment of the Codes are essential to develop protocols able to satisfy concrete tailored needs of compliance\textsuperscript{23}.

Articles 46 and 47 identify the specific objectives for the codes of conducts on online advertising, that shall address how to comply with article 26 and 39, including to ensure transparency in the information on data monetisation. The accessibility one instead shall ensure the inclusiveness in the digital environment taking into account specific vulnerabilities, like possible disabilities that could increase the asymmetry of the position of the user\textsuperscript{24}.

Other self-regulatory mechanisms are encouraged as well. In particular, the DSA regulates the adoption of crisis protocols to manage those situations affecting public security or public health. In parallel to data breach policies addressed in the GDPR, aiming to manage the violations in terms of availability, integrity, confidentiality of data flows, the crisis protocols are encouraged in order to pre-establish procedure to “to coordinate a rapid, collective and cross-border response in the online environment” determined for example by the misuse of the online platforms “for the rapid spread of illegal content or disinformation or where the need arises for rapid dissemination of reliable information” (Recital 108), by enabling response mechanisms under article 36, including the allocation of obligations of publishing information and contacts for crisis management.

As far as the European Health Data Spaces are concerned, a chapter of the proposal refers to the mechanisms of certification of the Electronic Health Records systems, setting common requirements of safety and interoperability in alignment with the CE marking requirements, registration, and conformity obligations.


Certification mechanisms, codes of conducts, and public protocols are tools aiming to make public the level of conformity that the given company declares respect to general and tailored standards. This would increase the user / data subject awareness and would create competitiveness between companies on the ethical-legal matter ground. The adoption of voluntary monitoring systems, in fact, will increase the trustworthiness and awareness among users towards the “sealed” solution, contributing therefore to develop a cultural process where accountability, fairness, and transparency play a fundamental role in the B2C, B2B, and B2G relationships.

5. Towards an effective implementation of the EU Data Strategy between compliance and standardization through accountability, transparency, and fairness principles.

In the previous paragraphs, we illustrated the EU Data Strategy, classifying the legislative initiatives considering the ones aiming to achieve general purposes and the sectorial ones impacting on specific categories of data and data processing.

We identified the main interpretative paths to boost the data-driven economy and innovation balancing the fundamental rights protection and empowerment of individuals and groups with the potentialities of data analysis, sharing, and exploitation. To this end, we illustrated how the notions and definitions included in the normative texts are functional to identify roles and responsibilities in order to allocate duties and obligations, especially the ones to assess the impacts of a given data processing activity to implement mitigation measures and safeguards.

We compared two different and apparently far sectors of application like the health data space regulation and the digital service act in order to highlight the relevance of

---

developing harmonised mechanisms of compliance starting from the risks assessments.

From our analysis, we may highlight some common principles that could drive further interpretations and implementation strategies even in other sectors than the described ones.

First of all, the principle of accountability that is paramount for the risk-based approach adopted by all the illustrated initiatives. In fact, despite of the nature, those who enable a data processing shall demonstrate to have assessed any possible impacts of their activity against fundamental rights of data subjects / users as well as to have introduced proper measures to mitigate either the occurrence or the severity of possible risks. If, despite the efforts, any harm occurs, an accountable approach could limit consequences against the victims and the sanctions by the competent authority. However, the main characteristic of the accountability is to contribute to a cultural change aiming to include, not only in the annual budget, the ethical-legal dimension in the design process of a digital/technological solution.

This element is particularly significant in terms of standards identification and harmonisation of procedure. In fact, if technical development is a global phenomenon completely interoperable despite of the frame of reference, the legal evolution is not easy to be adapted at national and local level, especially in a domain – like the ethical legal one – where strategies to achieve rights protections and empowerments are sophisticated and truly connected to the shared values at a given moment. To this end, the legal interoperability that could concretely realise common safe environment where to share data and boost innovation needs to be built up step by step through case-by-case and sectorial compliance to general principles as well as to specific provisions and standards.

Other two principles play a fundamental role in the harmonisation of the implementation of the EU data strategy: transparency and fairness, that together with the accountability rule could address all the interpretative issues emerging from the different interplay of the complex data regulatory framework.
Transparency\textsuperscript{26} embeds legal and technical standards related to both the solution design and the information duties towards data subjects/users. Clear and public procedure can be included in reports made available both on digital platforms and on the health data repositories. This organisational measure is essential to understand how to identify in a transparent manner roles and responsibilities during the all lifecycle of the processing. Transparency is therefore also related to the concept of maintaining the control of the governance of processed data by technical measures (eg traceability) and organisational ones (eg activity reports, records of data processing, terms and conditions to get access to data/services, etc.). It shall be clear – or at least easily to reconstruct - who has which rights on a given (raw / processed) dataset.

Fairness\textsuperscript{27} is a principle that finds application both in B2C and B2B relationships. It helps to cover the concept of accountability with meaningful content: to demonstrate to be compliant with the ethical-legal framework is not only a formal obligation to avoid sanctions but a relevant part of the solution development and deployment. To enable fair data processing is in fact a guarantee for the fundamental rights of the involved individuals and groups and it also ensures the robustness of the democratic architecture of values in the digital environment and the maintenance of competitiveness in the relevant market.


The interplay between accountability, transparency, and fairness, therefore, seems to be the interpretative key for harmonising the different legislative initiatives on data, as well as to solve applicative issues and standardise procedure.